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Abstract— The automatic detection of facial expressions is an 

active research topic, since its wide fields of applications in 

human-computer interaction, games, security or education. 

However, the latest studies have been made in controlled 

laboratory environments, which is not according to real world 

scenarios. For that reason, a real time Facial Expression 

Recognition System (FERS) is proposed in this paper, in which a 

deep learning approach is applied to enhance the detection of six 

basic emotions: happiness, sadness, anger, disgust, fear and 

surprise in a real-time video streaming.  This system is composed 

of three main components: face detection, face preparation and 

face expression classification. The results of proposed FERS 

achieve a 65% of accuracy, trained over 35558 face images.. 

 

Keywords:  Real Time, Affective Computing, Facial Expression 
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I. INTRODUCTION 

Emotions have a main role in human life, people not only 

communicate with others verbally, instead we use different 

nonverbal means such as hand and body gestures, tone of 

voice or facial expressions, which are used to express 

feelings. For that reason, Psychology has played an important 

role in understanding how people express their emotions and 

developing concepts which are used by technology 

researchers to design systems which can automatically 

recognize feelings [1]. 

Also, it is wide accepted from psychological theory that 

human emotions can be classified into six basic emotions: 

surprise, disgust, fear, sadness, happiness and anger. The 

major role in expressing these emotions are facial motion or 

expressions and speech, though tone of voice is more 

probably to be intentionally modified to communicate 

different feelings [2]. Hence, facial expression is taken in this 

paper as the main expression channel to recognize human 

emotions. 

 

 
Figure 1. Six basic emotions: anger, happiness, 

surprise, fear, sadness and disgust. 

 

Supporting the idea to use facial expressions as the main 
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channel to express emotions, a research made by psychologist 

Mehrabian shows that the greatest proportion of the way to 

express information in human communication is facial 

expression – up to 55%, and another 38% is auxiliary 

language. The remaining 7% is surprisingly expressed in oral 

language [3]. 

Some of the applications of this topic include automated 

security, interactive robots, human-machine interaction 

computers, diagnosing mental diseases, games, education, 

entertainment, among others [4, 5]. 

Fortunately, thanks to advances in technology, there is 

currently computer equipment capable of processing large 

amounts of information with a speed much higher than 

previous years, as well as new Artificial Intelligence 

techniques which can be used to solve the emotion 

recognition problem. 

At the beginning of the automatic facial expressions 

recognition research, most studies and inputs were performed 

in cleaner datasets under well-controlled laboratory 

environments, which is not a rely way to ensure the accuracy 

of the emotion recognition, because in real world scenarios 

there could be a lot of noise clogging human faces [6]. 

Facial Expression Recognition (FER) methods can be 

divided into two categories: video sequence-based methods 

(dynamic recognition from video) and image-based methods 

(static recognition from a single image). The majority of 

previous studies in FER were using image-based methods, 

which cannot capture the temporal variability in consecutive 

frames in video sequences. This is a problem because there is 

important information in frames sequence that is not taken 

advantage of [4].  

Deep learning as a technique for solving FER problems has 

recently become used in state of art proposals, most 

particularly convolutional neural networks (CNN) model 

because you don’t have to manually extract the features since 

the network does it for itself by using convolutions and 

pooling operations. 

In this paper a real time face expression recognition system 

using deep learning is proposed, which takes image sequences 

from a video stream and automatically detects the human 

emotion, also a report of how the emotions have changed 

during the entire duration of the video is shown.  

Also, we want to design and implement the proposed FERS 

in a simple and open access way, in order to be easy to 

understand, use and deploy by future works. Therefore, the 

proposed FERS will have three components: face detection, 

facial preparation and facial 

expression classification. 
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II. RELATETED WORKS 

Using deep neural networks (DNN), in [4] they propose a 

new FER method based on a hybrid deep learning model. This 

model contains three deep models, the first two are CNN, one 

for spatial processing and the other for time processing, while 

the last one is a deep belief network (DBN) model. Finally, 

they use support vector machine (SVM) to classify the 

corresponding facial expression. 

A FERS optimized for being used as a mobile application 

was proposed by Myung [6], in which the architecture 

consists in face detection, feature extraction and facial 

expression classification. The features are extracted using 

active shape model (ASM) and then both SVM model and 

mouth status are used for detecting neutral expressions, this is 

made for generating dynamic features only when a nonneutral 

expression is found. Finally, the SVM classifier shows the 

result of the expression as one of the six basic emotions. 

 A multimodal FER and speech recognition system was 

proposed in [7], which combines the speech detection and the 

facial expressions of the user to generate text outputs with 

emoticons according to the emotion they express. For this 

purpose, they use a CNN that has nine layers, 3 maxpooling 

layers and 3 fully-connected layers. They use the OpenCV 

open-access library to detect the human face region from 

webcam streaming, then crop the face, convert it to gray scale 

and use the result as input for the CNN model to predict the 

emotion and transform it to an emoji. However, as this is a 

multimodal proposal, it’s not optimized for facial 

expressions. 

Authors in [8] proposed three video-based models for 

FERS. The first model is a differential geometric fusion 

network (DGFN), the second model is the 

deep-facial-sequential network (DFSN) and finally the 

DFSN-I model is proposed, which is a combination of DGFN 

and DFSN to achieve better performance. The third model is 

proven to achieve better accuracy, though is hard to 

implement and understand. 

Since mobile applications have to deal with use of limited 

resources, an emotion recognition system is proposed in [9], 

which captures video from the embedded camera of a smart 

phone and then representative fames are selected from the 

images. Later, the face areas are detected by the Viola-Jones 

algorithm since it works fast and its suitable for a real-time 

implementation. Finally, the bandlet transform is applied to 

the detected face area to feed the gaussian mixture model 

(GMM) classifier and show the results. 

A novel frame for automatic facial expression recognition 

system is proposed in [10] which extract a facial feature from 

the image sequence at the apex period. It is composed of two 

components: peak expression frame detection and facial 

expression feature extraction from this frame, for this purpose 

they use double local binary pattern (DLBP) and Taylor 

feature pattern (TFP), however under uncontrolled 

environments like variant illumination, face poses or noise the 

performance of the system would be affected. 

 The problem of determining whether the current FER 

result is reliable or not is focused in [11]. They determine if 

the result is not reliable, and if that is the case, they search for 

images with similar emotions using the result image as query. 

Finally, the result image and the similar ones feed the 

classifier to enhance the prediction of emotion. 

Since noise and occlusion are major problems when trying 

to extract facial features from a face image, authors in [12] 

propose a CNN with attention mechanism (ACNN) which 

emulates how people recognize facial expressions, basically 

when a face is blocked we may judge the expression 

according to the symmetric ¬part of the face or related face 

regions. Hence, in this proposal the ACNN pays more 

attention to unblocked and informative regions. 

In [13], an efficient algorithm to improve the recognition 

accuracy is proposed, which uses a hierarchical deep neural 

network structure which can re-classify the results of the first 

classification step. For the feature extraction step, they use 

appearance and geometric features. 

IV. OBJECTIVES 

The main objective of the study is to recognize human 

emotions in real time. 

We found convenient to specify the following secondary 

objectives in order to achieve the main objective: 

Determine the best channel to recognize human emotions 

in real time from a machine. 

Identify the techniques of recognition in real time 

according to the best channel. 

Choose the techniques which best suits real time 

recognition on human emotions according to complexity, 

accuracy, time costing and related works. 

Use the selected technique to develop the proposed real 

time FERS. 

4. REAL TIME FACIAL EXPRESSION 

RECOGNITION SYSTEM 

Facial expression recognition is a classification problem 

with a finite number of results, which are the six basic 

emotions. The major problem is to recognize the emotion 

given in each particular frame of a video stream, and also 

store them. We found it convenient to decompose our 

proposed FERS in three main components which work 

together in the task of recognizing a facial expression in a 

single frame, in that way we can apply that procedure in every 

frame is taken from the video sequence.  

 
Figure 2. Proposed FERS architecture 

 

The implementation of the proposed architecture FERS, 

shown in Fig. 2, has been made in Anaconda Python 3 

Distribution, using OpenCV [14], Keras API and TensorFlow 

as backend. 
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Figure 3. Proposed Real Time FERS detecting sadness. 

 
Figure 4. Emotion Variation Graph in an interval of 70 

seconds. 

Next, the main components will be explained: 

4.1 Face Detection 

The initial input of the system is a frame taken from the 

video sequence, then the frame feeds the face detection 

component, which detects zero, one or many faces in the 

frame and returns the coordinates of them. 

For face detection component we used Viola-Jones 

algorithm [15], which is a machine learning based approach 

where a cascade function (HAAR cascade) is trained from a 

lot of positive and negative images, it also uses Adaboost for 

selection of best features extracted. 

In this paper we didn’t train the face detection component, 

since it is already trained in OpenCV. 

The above explained algorithm only detect frontal faces in 

a frame because it was trained in this way. 

4.2 Face Preparation 

The set of coordinates taken from the previous component 

are used in this stage to extract the sub frame that contains the 

face or faces detected. 

Then the image is converted to grayscale, reshaped and 

normalized, since the CNN was trained with this kind of 

images. 

The necessary shape of the image is a 48 x 48 pixel image, 

with only one color channel. 

The normalization is made by dividing the pixel by 255.0, 

which is the max value a pixel can reach. 

4.3 Facial Expression Classification 

We used deep learning for FER, the CNN model is trained 

with the open source dataset FER2013 provided by the FER 

Challenge 2013, which is composed of 35899 facial 

expression samples. 

Once the model is trained, we can feed the CNN with the 

images taken from the previous component and predict the 

emotion. 

Finally, we will collect all these predictions and make a 

graph in which the variation of emotions is printed 

The CNN model proposed in this paper is a modification of 

CNN proposed in [16], decreasing the number of 

convolutional layers for less complexity and processing.  

The CNN model proposed in this paper is composed as 

follows: 

Figure 5. Proposed CNN Model 

V. EXPERIMENTS AND VALIDATION 

The dataset samples are divided into two groups: training 

samples and validation samples. The data distribution is as 

follow in Table 1. and Table 2.: 

Table 1. Train data distribution 

Emotion Labelled Total Images 

Angry 4462 

Disgust 492 

Fear 4593 

Happy 8110 

Sad 5483 

Surprise 3586 

Neutral 5572 

Total 32298 

Table 2. Validation data distribution 

Emotion Labelled Total Images 

Angry 491 

Disgust 55 

Fear 528 

Happy 879 

Sad 594 

Surprise 416 

Neutral 626 

Total 3589 

 

We trained our model in Google Colab workspace because 

it has a 12GB GDDR5 VRAM GPU, which is used for better 

performance and training speed. 

The training data is gray scaled, and each pixel value is 

between 0 and 255, so we normalize the data by dividing the 

pixel by 255.0. 
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Also, we had to transform labels array to categorical 

representation which is a 7 dimensional array. 

We trained our model with the following parameters, as 

shown in Table 3.: 

Table 3. Training parameters 

Parameter Value 

Epochs 30 

Batch Size 32 

Learning Rate 0.0001 

The training time was approximately 25 minutes with the 

data and parameters detailed above. 

For validation we take into account two main metrics: 

accuracy rate and loss rate. 

Accuracy rate measures how well the model predict the 

emotions in the given data, there are two different accuracy 

rates: accuracy obtained from training data and accuracy 

obtained from validation data, the comparative over the 

epochs is as follows: 

 
Figure 6. Accuracy rate comparison 

Loss rate measures the value of cost function for the given 

data, there are two different loss rates: loss obtained from 

training data and loss obtained from validation data, the 

comparative over the epochs is as follows: 

 
Figure 7. Loss rate comparison 

 

 

As we can see in the above Figures 6 and 7, both the 

accuracy function and loss function are exponential functions, 

which reflects that the proposed model is responding and 

learning as expected.  

The confusion matrix shown below in Table 4., reflects the 

performance of our trained CNN model: 

Table 4. Confusion matrix 

Predictions 

Real Values 

Angry Disgust Fear Happy Sad Surprise Neutral 

Angry 253 17 33 33 74 11 70 

Disgust 7 41 1 1 2 2 1 

Fear 57 11 172 31 109 67 81 

Happy 15 1 12 769 36 17 29 

Sad 49 10 42 52 305 11 125 

Surprise 9 2 13 22 8 347 15 

Neutral 34 4 15 62 77 12 422 

The normalized accuracy matrix shown below, reflects the 

accuracy of our trained CNN model by dividing the values by 

the total quantity of images labeled with the row label: 

Table 5. Normalized confusion matrix 

Predictions 

Real Values 

Angry Disgust Fear Happy Sad Surprise Neutral 

Angry 0.52 0.03 
0.07 0.07 0.1

5 

0.02 0.14 

Disgust 0.13 0.75 
0.02 0.02 0.0

4 

0.04 0.02 

Fear 0.11 0.02 
0.33 0.06 0.2

1 

0.13 0.15 

Happy 0.02 0.00 
0.01 0.87 0.0

4 

0.02 0.03 

Sad 0.08 0.02 
0.07 0.09 0.5

1 

0.02 0.21 

Surprise 0.02 0.00 
0.03 0.05 0.0

2 

0.83 0.04 

Neutral 0.05 0.01 
0.02 0.10 0.1

2 

0.02 0.67 

VI. FINDINGS & RESULTS 

We can observe that the model accuracy rate in the test data 

didn’t improve too much between epoch 20 and 30. 

This also happens in the model error rate, which didn’t 

decrease between the same epochs. 

The model proposed has the highest accuracy rate in 

detecting happiness according to normalized confusion 

matrix. 

Also, our model has the lowest accuracy rate in detecting 

fear. 

In the normalized confusion matrix obtained, the main 

diagonal has the biggest values which means the detection 

accuracy is as expected. 
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VII. APPLICATIONS AND IMPROVEMENTS 

The proposed model and FERS could be applied to many 

fields, such as sentiment analysis of students from a e-learning 

environment, a customer relationship management 

component to capture client’s satisfaction on service, games 

using facial expressions to interact with characters, in 

hospitals or psychology centers to study patients’ emotions. 

Improvements in proposed model could include applying a 

service architecture to be more accessible for potential users, 

re-train the proposed CNN or applying data mining to the 

emotion variation storage. 

VIII. CONCLUSIONS AND FUTURE WORKS 

For future works, we encourage researchers to use the 

system and find issues in order to improve either system 

architecture, algorithms for a component or library used. 

Also, we encourage the use of novel methods in one or more 

of our proposed system components. We also encourage 

researchers to retrain the proposed CNN model with other 

datasets to improve its accuracy rate. 
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